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Abstract. Evolution can alter the ecological dynamics of communities, but the effects depend on
the magnitudes of standing genetic variation in the evolving species. Using an eco-coevolutionary
predator–prey model, I identify how the magnitudes of prey and predator standing genetic variation
determine when ecological, evolutionary, and eco-evolutionary feedbacks influence system stability
and the phase lags in predator–prey cycles. Here, feedbacks are defined by subsystems, i.e., the dynam-
ics of a subset of the components of the whole system when the other components are held fixed; eco-
logical (evolutionary) feedbacks involve the direct and indirect effects between population densities
(species traits) and eco-evolutionary feedbacks involve the direct and indirect effects between popula-
tion densities and traits. When genetic variation is low in both species, ecological feedbacks and
eco-evolutionary feedbacks involving either the predator or the prey trait have the strongest effects on
system stability, when genetic variation is high in one species, evolutionary and eco-evolutionary feed-
backs involving that species’ trait have the strongest effects, and, when genetic variation is high in both
species, evolutionary feedbacks involving one or both traits and eco-coevolutionary feedbacks involv-
ing both traits have the strongest effects. I present the biological conditions under which each feedback
can destabilize the whole system and cause predator–prey cycles. Predator–prey cycles can also arise
when all feedbacks are stabilizing. This counterintuitive outcome occurs when feedbacks involving
many variables are more stabilizing than feedbacks involving fewer variables or vice versa. I also iden-
tify how the indirect effects of prey and predator density on the predator dynamics (mediated by evo-
lutionary responses in one or both species) alter the phase lags in predator–prey cycles. I present
conditions under which the trait-mediated indirect effects introduce delays that cause the lag between
prey and predator peaks to increase. This work explains and unifies empirical and theoretical studies
on how predator–prey coevolution alters the dynamics of predator–prey systems and how those effects
depend on the magnitudes of prey and predator standing genetic variation.

Key words: adaptive dynamics; coevolution; community dynamics; eco-evolutionary feedbacks; heritability; loop
analysis; population dynamics; stability.

INTRODUCTION

Increased genetic variation within a species can alter the
ecological dynamics and composition of communities.
Increased genetic variation within a focal species can pro-
mote coexistence with their competitors (Lankau and
Strauss 2007, Clark 2010), their exploiters (Imura et al.
2003, Coberly et al. 2009), or other species in the commu-
nity (Crutsinger et al. 2006, Johnson et al. 2009, Utsumi
2015). Empirical studies have also shown that increased
genetic variation can allow for evolution to alter the stability
(Agashe 2009, Becks et al. 2010, Steiner and Masse 2013,
Hiltunen and Becks 2014) and population dynamics
(Yoshida et al. 2003, 2007, Nachappa et al. 2011, Hiltunen
et al. 2014) of communities. However, altered genetic varia-
tion does not always lead to large changes in community
composition (Fridley and Grime 2010, Ingram et al. 2011).
In addition, changes in population dynamics may only occur
if the magnitude of genetic variation within a species is suffi-
ciently large (Becks et al. 2010). In other words, evolution
can have important effects on community-level properties,
but the magnitudes of those effects may depend on the levels

of standing genetic variation within the evolving species.
This body of empirical work motivates questions about how
evolution and standing genetic variation influence the
dynamics of ecological communities (Bolnick et al. 2011,
Shefferson and Salguero-G�omez 2015).
As a step toward answering questions about when and

why evolution alters community-level dynamics, this study
explores how evolution and altered genetic variation affect
the population-level dynamics and stability of predator–prey
systems. Predator–prey systems are an important class of
systems to study because previous empirical studies have
shown that evolution in prey and/or predators can alter the
cyclic dynamics of predator–prey systems and drive cycles
that strongly contrast with predictions from classical ecolog-
ical theory without evolution (Fig. 1). In particular, ecologi-
cal theory predicts predator–prey cycles where prey peaks
precede predator peaks by up to one quarter of the cycle
period (Fig. 1A, B; Rosenzweig and MacArthur 1963, Bul-
mer 1975). In contrast, in some empirical systems, the evolu-
tion of prey defense has been observed to drive oscillations
where prey peaks precede predator peaks by one-half period
(Yoshida et al. 2003); these are known as antiphase cycles
(Fig. 1C, D). Prey evolution has also been observed to drive
an extreme form of antiphase oscillations, called cryptic
cycles (Fig. 1E, F), wherein the predator population exhibits
large fluctuations in abundance while prey abundance is
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essentially constant (Yoshida et al. 2007). Predator–prey
coevolution can also drive antiphase oscillations (Frickel
et al. 2016, Haafke et al. 2016). In addition, cycles where
peaks in prey density follow peaks in predator density have
been observed in empirical systems (Fig. 1G, H); these are
known as clockwise cycles due to their clockwise orientation
in the predator–prey phase plane (Fig. 1H), and are
predicted to be caused by predator–prey coevolution
(Cortez and Weitz 2014, Cortez 2015). Taken together, this
range of cycle characteristics shows that evolution can quali-
tatively alter the dynamics of empirical predator–prey
systems.
A second reason why predator–prey systems are impor-

tant to study is that previous empirical studies have shown
that the effects of evolution on cyclic dynamics and stabil-
ity depend on the amounts of standing prey and predator

genetic variation. For example, in one rotifer–algae system
(Becks et al. 2010), the system converged to a steady state
when prey genetic variation was low, but increased genetic
variation was destabilizing and caused antiphase cycles. In
contrast, in another rotifer–algae system (Steiner and
Masse 2013) increased prey genetic variation was stabiliz-
ing. Importantly, in both systems, prey defense evolved
over time in both the low and high variation treatments.
Thus, the observed changes in stability were driven by the
altered amounts of prey genetic variation, not the presence
or absence of prey evolution. Increased predator genetic
variation has also been observed to destabilize a ciliate–
bacteria system (Hiltunen and Becks 2014). Altogether,
this body of empirical work shows that evolution in one
or both species can alter the dynamics of predator–prey
systems, and that those effects may depend on the
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FIG. 1. Empirical examples of different types of predator–prey cycles. (A, B) Counterclockwise cycles of Paramecium aurelia (cells/
0.1 lL) and Saccharomyces exiguus (cells/15 mL) from Gause (1935). (C, D) Antiphase cycles of Brachionus calyciflorus (10 individual/mL)
and Chlamydomonas reinhardtii (105cells/mL) from Becks et al. (2010). (E, F) Cryptic cycles of Brachionus calyciflorus (females/mL) and
Chlorella vulgaris (105cells/mL) from Yoshida et al. (2007). (G, H) Clockwise cycles of LPP-1 cyanophage (number/mL) and Plectonema
boryanum (cells/mL) from Cannon et al. (1976). The left column shows time series of prey (blue +) and predator (red circles) densities. The
right column shows the cycles plotted in the predator–prey phase plane; arrows denote the flow of time. For clarity, only the second halves
of the time series are shown in panels D and F.
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amounts of standing genetic variation in the predator and
prey populations.
The existing body of eco-evolutionary theory helps to

explain some of the above empirical patterns. One part of
the theory explores and identifies the biological conditions
under which prey evolution (Abrams and Matsuda 1997b,
Jones and Ellner 2007, Yoshida et al. 2007, Cortez and
Ellner 2010), predator evolution (Abrams 1992, Cortez
and Ellner 2010, Yamamichi et al. 2015), and coevolution
(Abrams and Matsuda 1997a, Jones et al. 2009, Cortez
and Weitz 2014, Cortez 2015) alter the stability and cyclic
dynamics of predator–prey systems. Importantly, that the-
ory assumes that the amounts of genetic variation in all
evolving species are sufficiently high for evolution to alter
the dynamics of the system. A second complementary part
of the theory explores how varying the amount of genetic
variation in one or both species affects the dynamics and
stability of models including prey evolution (Cortez 2016),
predator evolution (Abrams 1992, Cortez and Patel 2017),
or coevolution (Saloniemi 1993, Mougi and Iwasa 2011,
Mougi 2012a, Tien and Ellner 2012, van Velzen and
Gaedke 2017).
While this theory highlights how evolution and altered

genetic variation in one or both species influence popula-
tion-level dynamics, it is limited in three ways. First, due to
the specificity of the models that have been studied, previous
models of coevolution have been lacking in generality. Sec-
ond, little attention has been paid to how the results of stud-
ies on single evolving species emerge from coevolutionary
models. Intuition suggests that single-species evolutionary
theories are special cases of coevolutionary theory, however
it is not currently clear how to fit those bodies of theory
together. Third, current theory does not provide a way to
identify general mechanisms that organize and unify phe-
nomena observed across systems. Of particular interest is
the role that ecological, evolutionary, and eco-evolutionary
feedbacks play in driving observed dynamics. For example,
for destabilization to occur with increased genetic variation
in the rotifer–algae (Becks et al. 2010) and ciliate–bacteria
(Hiltunen and Becks 2014) systems from above, there must
be some positive feedback between the ecological and/or
evolutionary processes. In addition, feedbacks between eco-
logical and evolutionary processes must play some part in
differentiating between coevolution-driven antiphase cycles
(Frickel et al. 2016, Haafke et al. 2016) and clockwise cycles
(Cortez and Weitz 2014). However, the current theory does
not provide insight about which feedbacks are responsible
for driving these patterns. Thus, we cannot currently make
general predictions about which processes or mechanisms
are driving the different phenomena observed across
systems.
This paper explores how altered genetic variation in

one or both species influences the stability and population
dynamics of predator–prey systems. The three main con-
tributions of this study are the following. First, using a
more coarse-grained, but mathematically equivalent, ver-
sion of Levins’ loop analysis (Levins 1974) and the phase
lag theory in Ellner and Becks (2011), this study identifies
how ecological, evolutionary, and eco-evolutionary feed-
backs and indirect effects alter the stability and cyclic
dynamics of predator–prey systems. In particular, I focus

on how the magnitudes of standing prey and predator
genetic variation influence the relative strengths of the dif-
ferent feedbacks and indirect effects. Second, the theory
unifies the above body of theory on how evolution and
varied genetic variation in one or both species alters
predator–prey dynamics. Third, I identify the specific bio-
logical mechanisms and conditions that define when posi-
tive feedbacks and indirect effects will alter population-
level dynamics. This, in turn, helps explain why qualita-
tively different types of predator-prey cycles occur across
empirical systems.

MODELS AND DEFINITIONS

Eco-coevolutionary predator–prey model

Throughout, I focus on an eco-coevolutionary predator–
prey model that describes how the total prey density (x),
total predator density (y), mean prey defense (a), and
mean predator offense (b) change over time. In the model,
higher prey defense (large a) comes at the cost of
decreased reproductive output, e.g., increased defense
against consumption by rotifers comes at the cost of
decreased intraspecific competitive ability in algae
(Yoshida et al. 2003). Higher predator offense (large b)
comes at the cost of increased mortality, e.g., resistance to
newt toxicity in garter snakes comes at the cost of
decreased survival via reduced speed (Brodie and Brodie
1999). The model was studied previously in the fast evolu-
tion limit, where rates of evolution were much faster than
rates of change in population densities (Cortez and Weitz
2014, Cortez 2015). In this study, I explore the dynamics
when rates of evolutionary change are slower, comparable
to, or faster than rates of ecological change.
The model equations are

dx
dt
¼ xf ðx; a; aiÞ

zfflfflfflfflfflfflffl}|fflfflfflfflfflfflffl{reproduction

� xgðx; y; a; ai; bÞ
zfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflffl{predation ����

ai¼a
(1a)

dy
dt
¼ yhðx; y; a; b; biÞ|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}

reproduction

� ydðy; b; biÞ|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}
mortality

����
bi¼b

(1b)

da
dt
¼ Vx

o
oai

1
x
dx
dt

� �����
ai¼a|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}

fitness gradient

(1c)

db
dt
¼ Vy

o
obi

1
y
dy
dt

� �����
bi¼b

zfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflffl{fitness gradient

: (1d)

Eqs. 1a and 1b form the ecological component of the
model and describe how the prey and predator populations
increase and decrease due to reproduction and mortality.
Specifically, f is the net per capita reproduction rate of the
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prey in the absence of predators, xg is the predation rate, yh
is the composition of the predation rate and predator-to-
prey conversion, and d is the predator per capita mortality
rate. Importantly, the ecological dynamics of the model
depend on the mean levels of prey defense and predator
offense. The variables ai and bi denote the trait values of an
individual prey and predator, which are evaluated at the
mean trait values because the population dynamics of the
model depend on the mean trait values; see the next section
for additional information.
Eqs. 1c and 1d form the evolutionary component of

the model. The equations describing the evolution of
prey defense and predator offense are are derived from
quantitative genetics theory (Lande 1976, 1982, Iwasa
et al. 1991, Taper and Case 1992) adapted to continuous
time models (Abrams et al. 1993). In those equations,
the rates of evolution are proportional to the additive
genetic variation in the populations (Vx;Vy) and the
individual fitness gradients (see the next section for more
details). The direction of selection is determined by the
fitness gradient. The speed of evolution is determined by
both the magnitude of genetic variation and the steep-
ness of the fitness gradient.
In this study, I explore how the speed of evolution affects

the stability and cyclic dynamics of model (1). To simplify
the presentation, I focus on interpreting the speed of evolu-
tion in terms of the magnitude of additive genetic variation.
In particular, rates of evolutionary change are slower than
rates of ecological change when genetic variation is low
(Vx � 1;Vy � 1), e.g., when evolution is mutation limited.
Rates of evolutionary and ecological change are comparable
when genetic variation is intermediate (Vx � 1;Vy � 1).
This occurs when selection is weak relative to mutation (or
other processes maintaining genetic variation), or when
genotypes are present (possibly at low densities) and evolu-
tion occurs as genotype frequencies change over time.
Finally, rates of evolutionary change are faster than rates of
ecological change when genetic variation is high
(Vx � 1;Vy � 1). The fast evolution limit is less likely to
occur in natural systems, however it is a useful approxima-
tion for making inferences about eco-evolutionary dynamics
(Cortez and Ellner 2010, Patel et al., 2018).

Frequency-dependent vs. -independent selection in the model

In model (1), the individual trait values for the prey (ai)
and predator (bi) are place-holding variables that allow for
frequency-dependent selection. Because the prey and preda-
tor population-level dynamics depend on the mean trait val-
ues, the individual trait values are evaluated at the mean
trait values in Eqs. 1a and 1b. However, because frequency-
dependent selection depends on individual fitness, which
depends on an individual’s trait value, the fitness gradients
in the evolution Eqs. 1c and 1d involve derivatives taken
with respect to the individual trait values.
To see how frequency-dependent vs. frequency-indepen-

dent selection can arise in practice in the model, consider
a prey population that grows logistically in the absence
of predators and whose predator has as Type II func-
tional response. The dynamics of the total prey popula-
tion are

dx
dt
¼ rðaÞx 1� x

K

� �
� aða; bÞxy
1þ haða; bÞx (2)

where rðaÞ is the trait-dependent maximum exponential
growth rate of the prey, K is the carrying capacity, a is the
trait-dependent predator–prey encounter rate, and h is
the predator handling time. Importantly, the dynamics of the
total prey population depend on the mean levels of offense
(b) and defense (a). For the subpopulation of prey that have
trait ai, their dynamics are dxi=dt ¼ rðaiÞxið1� x=KÞ�
aðai; bÞxiy=½1þ haða; bÞx�, where rðaiÞ and aðai; bÞ are the
growth and encounter rates for individuals with trait ai.
Importantly, the term aðai; bÞ in the numerator of the func-
tional response depends on the individual trait value because
it defines the encounter rate between individuals with trait ai
and predators. In contrast, the term aða; bÞ in the denomina-
tor depends on the mean prey trait value (a) because the
mean trait value defines the average predator grazing rate for
the entire prey population. Consequently, when computing
the individual fitness gradient, only the derivative of the term
aðai; bÞ in the numerator of the functional response will be
used. The equations for the frequency-dependent evolution-
ary dynamics of the prey population are

da
dt
¼ Vx

o
oai

1
x
dx
dt

� �����
ai¼a
¼ Vx raðaÞ 1� x

K

� �
� aaða;bÞy
1þ haða;bÞx

� �
(3)

where the subscript a denotes partial differentiation, i.e.,
raðaÞ ¼ o

oa rðaÞ and aaða; bÞ ¼ o
oa aða; bÞ.

In contrast, if selection is frequency independent then the
evolution equation becomes

da
dt
¼ Vx

o
oa

1
x
dx
dt

� �
¼ Vx raðaÞ 1� x

K

� �
� aaða; bÞy
½1þ haða; bÞx�2

" #
:

(4)

There are two key differences between Eqs. 3 and 4. First,
because selection is frequency independent in Eq. 4, the fit-
ness gradient is defined by the derivative with respect to the
mean trait value (a), not the individual trait value (ai). Sec-
ond, this causes the right hand sides of Eqs. 3 and 4 to dif-
fer. In particular, the squared denominator of the last term
in Eq. 4 is due to the derivatives of the aða; bÞ terms in the
numerator and denominator of the functional response.

The Jacobian matrix, subsystems, direct and indirect effects,
and feedback loops

My results about system stability and predator–prey
phase lags are based on the Jacobian matrix. The Jacobian
matrix determines whether small perturbations to an equi-
librium decay (implying stability) or grow (implying instabil-
ity). The Jacobian matrix is shown in Fig. 2B. The signs of
the entries of the Jacobian matrix are determined by the eco-
logical interactions between the species and the fitness
effects of increased offense and defense. Definitions and
signs of the Jacobian matrix entries are given in Table 1; see

356 MICHAEL H. CORTEZ Ecological Monographs
Vol. 88, No. 3



Appendix S1: Section S2 for more details. Components of
the Jacobian matrix also define three other useful quantities:
subsystems, direct and indirect effects, and feedback loops.
A subsystem describes the dynamics of 1, 2, or 3 variables

when the other variables are fixed at their equilibrium val-
ues. One-dimensional subsystems describe the dynamics of a
single variable when all other variables are fixed. For exam-
ple, the prey evolutionary subsystem describes the prey evo-
lutionary dynamics when the species’ densities and the
predator trait are fixed. Note that the dynamics of this sub-
system correspond to the dynamics of Eq. 1c when x, y, and
b are fixed at their equilibrium values. Two-dimensional sub-
systems describe the dynamics of two variables when the
other two variables are fixed at their equilibrium values. For
example, the coevolutionary subsystem describes the coevo-
lutionary dynamics of the system (Fig. 2C) when the prey
and predator densities are fixed; the dynamics of this subsys-
tem correspond to the dynamics of Eqs. 1c and 1d when the
species densities are fixed at their equilibrium values. Three-
dimensional subsystems describe the dynamics of three vari-
ables when the fourth variable is fixed. For example, the
three-dimensional eco-evolutionary subsystem in Fig. 2A
corresponds to the dynamics of the species densities and the
prey trait when the predator trait is fixed, i.e., Eqs. 1a–c
when b is fixed at its equilibrium value.
The stabilities of the subsystems are determined by subma-

trices of the Jacobian matrix. In general, for a given subsys-
tem, the corresponding submatrix is made up of all entries of
the Jacobian matrix that include only those variables. For
one-dimensional subsystems, the corresponding submatrices
are the diagonal entries of the Jacobian matrix. For example,
the submatrix defining the stability of the prey evolutionary
subsystem is just the 3,3-entry of the Jacobian matrix (J33).
For two-dimensional subsystems, the 2 9 2 submatrices are
made up of entries of the Jacobian matrix that only involve
the two variables in that subsystem. For example, the coevo-
lutionary subsystem where the traits change and the densities
are fixed (Fig. 2C) corresponds to the 2 9 2 matrix in the
bottom right corner of the Jacobian matrix (black box in the
bottom right of Fig. 2B). For three-dimensional subsystems,
the 3 9 3 submatrices are made up of entries of the Jacobian
matrix that only involve the three variables in that subsystem.
For example, the eco-evolutionary subsystem involving both

species densities and the prey trait (Fig. 2A) corresponds to
the 3 9 3 matrix in the top left corner of the Jacobian matrix
(black box in the top left of Fig. 2B). In total, the Jacobian
matrix defines the stability of the whole system and submatri-
ces of the Jacobian matrix define the stabilities of subsys-
tems.
Direct and indirect effects describe how changes in one

variable directly or indirectly influence its own dynamics or
the dynamics of other variables. In general, a single entry of
the Jacobian matrix, Jij , denotes the direct effect of variable
j on the dynamics of variable i. I depict direct effects
between different variables using straight arrows (!) and
direct effects of a variable on itself (self-effects) using circu-
lar arrows (�). For example, J33 is the self-effect of the prey
trait on its own dynamics (a�) and J13 is the direct effect of
the prey trait on the prey population dynamics (a! x).
Indirect effects are defined by products of the off-diagonal
Jacobian matrix entries. For example, J34J43 defines the indi-
rect effect of the prey trait on its own dynamics mediated by
the predator trait. This indirect effect can be depicted by a
chain of straight arrows (a! b! a), or more concisely as
stacked arrows (a�b). Here, J43 defines the effect of the
prey trait on the predator trait dynamics (a! b) and J34
defines the effect of the predator trait on the prey trait
dynamics (a b). In general, JijJjl is the indirect effect of
variable l on the dynamics of variable i mediated by a
change in variable j (depicted as l ! j ! i). Similarly,
JijJjkJkl is the indirect effect of variable l on the dynamics of
variable i mediated by changes in variables j and k (depicted
as l ! k! j ! i).
Feedback loops describe the direct or indirect effects a

variable has on its own dynamics (Levins 1974). Direct feed-
back loops are the direct effects of a variable on its own
dynamics; they are represented by the diagonal entries of the
Jacobian matrix. For example, the direct effect of the prey
trait on its own dynamics is defined by the 3,3-entry of the
Jacobian matrix (J33). Indirect feedback loops are the indi-
rect effects of a variable on its own dynamics; they are repre-
sented by products of off-diagonal entries of the Jacobian
matrix, i.e., products of indirect effects. For example, the
indirect effect of the prey trait on its own dynamics medi-
ated by the predator trait is represented by J34J43. When
three variables are involved, there are two possible indirect

A B C

Prey Eco−Evo Subsystem

Prey (x) Predator (y)

Defense (α) Offense (β)

Jacobian matrix

J
11

J
12

J
13

J
14

J
21

J
22

J
23

J
24

J
31

J
32

J
33

J
34

J
41

J
42

J
43

J
44

Coevolutionary subsystem

Prey (x) Predator (y)

Defense (α) Offense (β)

FIG. 2. The Jacobian matrix determines the stability of subsystems via submatrices and direct and indirect feedbacks via its entries. (B)
Jacobian matrix for model (1); see Table 1 for descriptions of terms. (A) The stability of the three-dimensional prey eco-evolutionary subsystem
(enclosed variables) is determined by the upper left 3 9 3 submatrix of the Jacobian matrix (upper left box). The red counterclockwise and blue
clockwise arrows and corresponding entries in the submatrix denote the two indirect eco-evolutionary feedback loops that involve the prey trait
and both species densities. (C) The stability of the coevolutionary subsystem (enclosed variables) is determined by the bottom right 2 9 2 sub-
matrix of the Jacobian matrix (lower right box). The red arrows and corresponding entries in the submatrix denote the indirect coevolutionary
feedback loop.

August 2018 GENETIC VARIATIONAND PREDATOR–PREYCYCLES 357



feedback loops. For example, J31J12J23 and J32J21J13 repre-
sent the two indirect feedback loops of the prey trait that
are mediated by the prey and predator densities.
The connections between subsystems, feedback loops, and

direct and indirect effects are the following. Direct and indi-
rect effects are components of direct and indirect feedback
loops and define whether the feedback loops are stabilizing
(negative feedback loops) or destabilizing (positive feedback
loops). Feedback loops in turn determine whether subsys-
tems are stable or unstable. Subsystems then determine
whether the full system is stable or unstable. Thus, the stabil-
ity and dynamics of the eco-evolutionary predator–prey
model (1) can be interpreted in terms of the effects of sub-
systems (the dynamics of subsets of variables), feedback
loops (the direct and indirect effects of variables on their
own dynamics), and direct effects (the effects of changes in
one variable on the dynamics of another variable).

Assumptions and generality of model and results

This section addresses the generality and assumptions
underlying the model and the results. Readers not interested
in the details can skip this section without loss of

comprehension. Additional mathematical details about the
model are provided in Appendix S1.
I use the general functions in model (1) instead of specific

functional forms in order to develop general theory that can
be applied to many different systems. However, a number of
specific assumptions are built into model (1), both to match
the biological conditions typical of predator–prey systems
and to simplify the model. First, predation rates increase
with predator and prey densities. This assumption is satis-
fied by typical functional forms used in eco-evolutionary
predator–prey models, e.g., Type I, II, or III functional
responses. Second, the general functions are assumed to sat-
isfy the trade-off between prey defense and reproduction
and the trade-off between predator offense and mortality.
Finally, the model also assumes that the prey and predator
genetic variances (Vx, Vy) are constant.
Importantly, while the model is assumed to satisfy these

specific conditions, because of the level of generality of the
model and the methods used in this study, the results of this
study apply to any model that has the same general structure
as model (1). Here, a model has the same general structure if
(1) the population dynamics of each species are described by a
single equation (i.e., there is no stage structure in either popu-
lation) and (2) the evolutionary dynamics for each species are
defined by a single equation that describes how a single char-
acteristic of the trait distribution (e.g., the mean trait value)
changes over time. Any model that fits these criteria will have
a Jacobian matrix with the same structure as the Jacobian
matrix for model (1). Therefore, because the methods used in
this study only depend on the magnitudes and signs of the
Jacobian matrix entries, and not the particular model compo-
nents or parameters used to compute those entries, the results
of this study will apply to any model satisfying the above crite-
ria with only minor differences in interpretation. Eco-evolu-
tionary models of particular interest include Saloniemi (1993),
which assumed stabilizing selection in both species; Tien and
Ellner (2012), where the rate of prey evolution was propor-
tional to the standing genetic variation, the fitness gradient,
and the mean prey trait value; and models whose evolution
equations are derived from the theory of Adaptive Dynamics
(Dieckmann et al. 1995, Marrow et al. 1996, Geritz et al.
1998). Below I address specific assumptions and aspects of
the model.
First, the assumed trade-offs between prey defense and

reproduction and predator offense and mortality are likely to
be common, but other trade-offs are possible (e.g., a trade-
off between prey defense and mortality due to other causes
or a trade-off between predator attack rate and conversion
efficiency; Abrams 1986). In addition, previous studies have
focused on two kinds of traits: unidirectional traits and bidi-
rectional traits (Abrams 2000). This study focuses on unidi-
rectional traits, where higher offense results in increased
predation of all prey types and higher defense results in
decreased predation from all predator types; see Tien and
Ellner (2012) and Mougi and Iwasa (2011) for other exam-
ples. Predators and prey may instead have bidirectional traits
where the predator trait needs to match the prey trait in
order to achieve a high capture rate; see Mougi (2012a) for
an example. In all cases, these differences in assumptions
about the traits only influence some of the signs of the
Jacobian matrix entries (e.g., assumptions about the prey

TABLE 1. Interpretation and signs of Jacobian matrix entries
evaluated at equilibrium.

Value† Description of effect Sign‡

J11 ¼ xfx � xgx Effect of prey density on prey
growth rate

�

J12 ¼ �xgy Increased predator density decreases
prey growth rate

�

J13 ¼ xfa � xga Effect of mean prey defense on
individual fitness

�

J14 ¼ �xgb Increased offense decreases prey
growth rate

�

J21 ¼ yhx Increased prey density increases
predator growth rate

þ

J22 ¼ yhy � ydy Intraspecific competition decreases
predator growth rate

�=0

J23 ¼ yha Increased defense decreases
predator growth rate

�

J24 ¼ yhb � yhb Effect of mean predator offense on
individual fitness

�

J31 ¼ Vxðfxai � gxai Þ Effect of increased prey density on
selection for defense

�

J32 ¼ �Vxgyai Increased predator density increases
selection for defense

þ

J33 ¼ Vxðfaiai � gaiaiþfaia � gaiaÞ
Stabilizing (J33\0) or disruptive
(J33 [ 0) selection

�

J34 ¼ �Vxgbai Effect of increased offense on
selection for defense

�

J41 ¼ Vyhxbi Effect of increased prey density on
selection for offense

�

J42 ¼ Vyðhybi � dybi Þ Increased predator density decreases
selection for offense

�=0

J43 ¼ Vyhabi Effect of increased defense on
selection for offense

�

J44 ¼ Vyðhbibi � dbibiþhbib � dbibÞ
Stabilizing (J44\0) or disruptive
(J44 [ 0) selection

�

†Subscripts denote partial derivatives, e.g., of =ox ¼ fx. The val-
ues of J11, J22, J13, and J24 are simplified after taking into account
that the Jacobian matrix is evaluated at a coexistence equilibrium;
see Appendix S1: Section S2 for details.
‡Values that can have either sign are denoted by �. Values that

can be negative or zero are denoted �=0.
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trait and trade-off affect J13 and J31). Thus, the theory devel-
oped in this study applies directly after accounting for the
altered signs.
Second, while model (1) assumes constant standing preda-

tor and prey genetic variation, in general genetic variation
changes over time. Because the methods in this study focus
on the stability of equilibrium points, all of the stability
results apply to models where genetic variation changes over
time, provided that the values of Vx and Vy in model (1) are
set equal to the equilibrium values of the genetic variances
in the model with variable genetic variation (Cortez 2016).
One special case of interest is Adaptive Dynamics models
(e.g., Marrow et al. 1996), where Vi is replaced by the pro-
duct of the mutation rate, the mutation step variances, and
the (ecological equilibrium) population density. All of my
stability results for slow evolution apply to the eco-evolu-
tionary equilibrium points of those models after computing
the values for Vx and Vy. The results for predator–prey
phase lags also hold for varying genetic variation, so long as
the changes in genetic variation are small. Whether the
results hold for larger changes in genetic variation is model
specific because it depends on nonlocal properties of the
model; see How genetic variation alters predator–prey phase
lags and Appendix S3: Section S1 for more details.
Third, I focus on interpreting the rate of evolution in

terms of the magnitude of genetic variation. However, the
rate of evolution is also determined, in part, by the steepness
of the fitness gradient. All of my results can be interpreted
in terms of the steepness of the fitness gradient. Specifically,
the slow evolution results apply to systems with low genetic
variation and/or shallow fitness gradients and the fast evolu-
tion results apply to systems with high genetic variation and/
or steep fitness gradients. Note that because additive genetic
variation is the product of phenotypic variation and nar-
row-sense heritability, changes in genetic variation can be
interpreted as changes in one or both quantities. While
changes in either quantity have the same effect in model (1),
this may not hold for other models where the predation rates
depend on the levels of prey and predator phenotypic varia-
tion; see Schreiber et al. (2011) and Patel and Schreiber
(2015) for examples. Nonetheless, my results apply to those
models so long as changes in genetic variation only reflect
changes in heritability (for fixed levels of phenotypic varia-
tion).
Note that when presenting results, I discuss and contrast

cases where genetic variation is high, intermediate, and low.
Mathematically, high genetic variation means evolution is
an order of magnitude faster than ecology (Vx � 1,
Vy � 1), intermediate variation means rates of evolution
and ecological are comparable (Vx � 1, Vx � 1), and low
genetic variation means evolution is an order of magnitude
slower than ecology (Vx � 1, Vy � 1). However, in practice,
high and low genetic variation do not require a separation
of time scales between the ecological and evolutionary pro-
cesses. Moreover, while specific ranges are model dependent,
phrases like “sufficiently low” or “sufficiently high” genetic
variation mean that there exists a threshold value under or
over which a phenomenon occurs. For example, sufficiently
low (high) prey genetic variation could mean Vx� 0:9
(Vx	 0:5) for one-one model and Vx� 0:1 (Vx	 10) for
another.

Finally, gradient dynamics models, like model (1), are a
first approximation to many kinds of evolutionary models,
including systems with discrete traits (e.g., clonal systems;
Abrams and Matsuda 1997b, Cortez and Weitz 2014) or
continuous traits (Abrams and Matsuda 1997b) undergoing
stabilizing or disruptive selection (Turelli and Barton 1994).
In addition, their simplicity makes them analytically tract-
able and allows one to study evolutionary dynamics at the
phenotypic level without specifying gene-level processes.
This makes gradient dynamic models a good starting point
for studying eco-evolutionary dynamics. But, because they
do not specify gene-level processes, they may not capture all
possible dynamics (e.g., see Levin and Udovic 1977, Doebeli
1997, Yamamichi and Ellner 2016).

RESULTS

System stability via Levins’ loop analysis

To determine how the ecological, evolutionary, and eco-
evolutionary subsystems and feedback loops influence the
stability of the whole system, I use a more coarse-grained,
but mathematically equivalent, version of Levins’ loop anal-
ysis (Levins 1974). My approach is based on the Routh-Hur-
witz stability criterion (e.g., Edelstein-Keshet 1989,
Gantmacher 1998). Briefly, the characteristic polynomial of
the Jacobian matrix is

pðkÞ ¼ k4 þ a1k
3 þ a2k

2 þ a3kþ a4: (5)

The coefficients of the characteristic polynomial are used
to construct the sequence

1; a1; a1ða1a2 � a3Þ; a3 � a21a4
a1a2 � a3

; a4

� 	
: (6)

An equilibrium point of model (1) is stable only when all
entries in the sequence are positive; if any of the entries are
negative then the system is unstable. Note that for this
model, instability of a coexistence equilibrium implies there
are predator–prey cycles; see Appendix S1: Section S2 for
details.
The coefficients in the characteristic polynomial decom-

pose into terms representing the stabilities of different
subsystems,

a1 ¼ �ðMx þMyÞ
zfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflffl{1D Eco

� VxMa

zfflffl}|fflffl{Prey evo

� VyMb

zfflffl}|fflffl{Predator evo

;

a2 ¼ jMxyj
zfflffl}|fflffl{2D Eco

þVxðjMxaj þ jMyajÞ
zfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{2D Prey eco-evo

þ VyðjMxbj þ jMybjÞ
zfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{2D Predator eco-evo

þ VxVyjMabj
zfflfflfflfflfflfflffl}|fflfflfflfflfflfflffl{Coevo

;

a3 ¼ � VxjMxyaj
zfflfflfflfflffl}|fflfflfflfflffl{3D Prey eco-evo

� VyjMxybj
zfflfflfflfflffl}|fflfflfflfflffl{3D Predator eco-evo

� VxVyðjMxabj þ jMyabjÞ
zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{Eco-coevo

;

a4 ¼ jJj: ð7Þ
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Here, Mi, Mij , and Mijk are submatrices of the Jacobian
matrix evaluated at Vx ¼ Vy ¼ 1, where the indices denote
the corresponding subsystems; see Table 2 for definitions.
The vertical bars denote determinants, which determine if a
subsystem is consistent with stability. For example, the
2 9 2 matrix for the coevolutionary subsystem in Fig. 2C is
Mab. The term VxVyjMabj in the equation for coefficient a2
represents the stability of that subsystem. Similarly, the
3 9 3 matrix for the eco-evolutionary subsystem in Fig. 2A
is Mxya. The term VxjMxyaj in the equation for coefficient a3
represents the stability of that subsystem. In general, the
signs of Mi and jMijkj are consistent with stability when they
are negative and the signs of jMij j are consistent with stabil-
ity when they are positive. Note that satisfying one of the
conditions does not imply a subsystem is stable; the subsys-
tem can exhibit cyclic dynamics. A subsystem that does not
satisfy the conditions is unstable and satisfies the subsystem
instability condition (sensu Cortez and Abrams 2016).
The biological interpretation of Eq. 7 is the following.

Coefficient a1 is the sum of the contributions of all one-
dimensional subsystems to the stability of the whole system.
It accounts for the stabilities of the individual ecological and
evolutionary processes for each species. Coefficient a2 is the
sum of the contributions of all two-dimensional subsystems
to the stability of the whole system. It accounts for the
stabilities of subsystems comprised of pairs of variables.
Coefficient a3 is the sum of the contributions of all three-
dimensional subsystems to the stability of the whole system.
It accounts for the stabilities of subsystems comprised of
triples of variables. In total, Eq. 7 shows that the stability of
each subsystem influences the stability of the whole system
through the ai coefficients. Thus, stability or instability of a
particular subsystem can stabilize or destabilize the whole
system, respectively. The next section addresses when partic-
ular subsystems have a strong influence on the stability of
the whole system.

Genetic variation determines which subsystems affect the
stability of the whole system

In this section, I show how the amounts of genetic varia-
tion determine which subsystems influence the stability of
the whole system. The key thing to note is that the

subsystem stability terms in Eq. 7 differentially depend on
the amounts of prey (Vx) and predator (Vy) genetic varia-
tion. Specifically, the ecological subsystem terms are inde-
pendent of the genetic variances, the evolutionary and eco-
evolutionary subsystem terms depend only on the genetic
variance of one species, and the coevolutionary and eco-coe-
volutionary subsystem terms depend on the genetic vari-
ances of both species. This means that the relative
importance of those terms depends on the magnitudes of
the prey and predator genetic variances. Intuitively, subsys-
tems involving the prey (predator) trait have large effects on
the stability of whole system when prey (predator) genetic
variation is high and small effects when prey (predator)
genetic variation is low.
The results are summarized in Fig. 3; mathematical

details are given in Appendix S2: Section S2. When prey and
predator genetic variation are low (Vx;Vy small; bottom left
of Fig. 3), the stability of the whole system is determined by
the stabilities of the one- and two-dimensional ecological
subsystems and the three-dimensional eco-evolutionary sub-
systems. Intuitively, the ecological subsystems have relatively
large effects because the effects of the evolutionary subsys-
tems are weak when genetic variation is low. The eco-evolu-
tionary subsystems also have large effects because they
define how the slow evolutionary dynamics are influenced
by the faster ecological dynamics.
When genetic variation is high in the prey and low in the

predator (Vx large and Vy small; bottom right of Fig. 3), the
stability of the whole system is determined by the stabilities
of the one-dimensional prey evolutionary subsystem and
two- and three-dimensional eco-evolutionary subsystems
that only involve the prey trait. Intuitively, the prey evolu-
tionary subsystem has a large effect because increased
genetic variation strengthens the effects of that subsystem.
The eco-evolutionary subsystems involving the prey trait
also have large effects because they define how the ecological
dynamics of the prey and predator populations are influ-
enced by the faster evolutionary dynamics of the prey. Fol-
lowing the same intuition, when genetic variation is low in
the prey and high in the predator (Vx small and Vy large;
top left of Fig. 3), the stability of the whole system is deter-
mined by the stabilities of the one-dimensional predator
evolutionary subsystem and two- and three-dimensional
eco-evolutionary subsystems that only involve the predator
trait.
Finally, when prey and predator genetic variation are both

high (Vx;Vy large; top right of Fig. 3), the stability of the
whole system is determined by the stabilities of the one-
dimensional prey and predator evolutionary subsystems, the
two-dimensional coevolutionary subsystem and the three-
dimensional eco-coevolutionary subsystems. Intuitively, the
effects of the single-trait evolutionary and coevolutionary
subsystems are large because high genetic variation in one
or both species strengthens the effects of those subsystems.
The eco-coevolutionary subsystems also have large effects
because they define how the ecological dynamics of the sys-
tem are influenced by the faster coevolutionary dynamics.
Note that if prey genetic variation is intermediate

(Vx � 1), then the stability of the whole system is deter-
mined by the subsystems listed for both high and low prey
genetic variation. For example, when prey genetic variation

TABLE 2. Names and notation for subsystems and submatrices of
model (1).

Subsystem Submatrix

One dimensional
Ecological Mx,My

Prey evolutionary Ma

Predator evolutionary Mb

Two dimensional
Ecological Mxy

Prey eco-evolutionary Mxa,Mya

Predator eco-evolutionary Mxb,Myb

Coevolutionary Mab

Three dimensional
Prey eco-evolutionary Mxya

Predator eco-evolutionary Mxyb

Eco-coevolutionary Mxab,Myab
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is intermediate and predator genetic variation is low (bot-
tom middle of Fig. 3), system stability is determined by the
ecological subsystems and all evolutionary and eco-evolu-
tionary subsystems that only involve the prey trait. The
same point applies to systems where predator genetic varia-
tion is intermediate. If prey and predator genetic variation
are both intermediate (Vx � 1;Vy � 1; center of Fig. 3),
then all ecological, evolutionary, and eco-evolutionary sub-
systems affect the stability of the system.
To illustrate how this theory can be used to identify the

underlying causes for instability of the whole system, con-
sider the two examples in Fig. 4A, B; model equations are
given in Appendix S5. Fig. 4A shows the stability for a
model where a one-dimensional ecological subsystem
(Mx [ 0) and a two-dimensional prey eco-evolutionary sub-
system (jMxaj\0) are unstable. Hence, that system is pre-
dicted to be unstable when genetic variation is low in both
species (bottom left) and when genetic variation is suffi-
ciently low in the predator and sufficiently high in the prey
(bottom right). Fig. 4B shows an example where a two-
dimensional eco-evolutionary subsystem involving just the
predator trait (jMxbj\0) and a three-dimensional eco-coe-
volutionary subsystem (jMxabj[ 0) are unstable. Hence,
that system is predicted to be unstable when predator genetic
variation is sufficiently high (top left) and when genetic vari-
ation is high in both species (top right). These two examples
show that increased genetic variation in one or both species
can have very different effects on system stability. In addi-
tion, they also show that different subsystems may be
responsible for destabilizing the system at different levels of
genetic variation.

Biological conditions causing subsystem instability

The previous section showed that the effects subsystems
have on the stability of the whole system depend on the prey
and predator genetic variances. Importantly, if a subsystem
is unstable, then that subsystem will destabilize the whole
system and cause predator–prey cycles, but only when the
amounts of prey and predator genetic variation are such
that the subsystem has a large effect on the stability of whole
system. At a phenomenological level, this is useful because it
determines which components of the system are destabiliz-
ing the whole system. However, it does not identify what

specific biological mechanisms cause subsystem instability.
This section fills that gap by identifying the biological condi-
tions and feedbacks that cause instability of the ecological,
evolutionary, and eco-evolutionary subsystems. Details sup-
porting the following are given in Appendix S2: Section S3.
Note that smaller subsystems (with fewer variables) can
destabilize larger subsystems (with more variables), e.g., the
one-dimensional prey evolutionary subsystem can destabi-
lize the two-dimensional coevolutionary subsystem. To
avoid redundancy, the following only focuses on destabiliz-
ing mechanisms that do not involve instability of smaller
subsystems.
Instability of the one- and two-dimensional ecological

subsystems occurs via the mechanisms that drive predator–
prey cycles in the absence of evolution. Mathematically, this
occurs when J11 [ 0. One biological mechanism leading to
this condition is an Allee effect in the prey at equilibrium. A
second, more likely, mechanism is when the predator has a
saturating functional response and overexploits its prey. In
this case, the predator reduces the equilibrium prey density
to the point were increased harvesting results in a decrease
in predator density, e.g., past the peak of the prey nullcline
in a Rosenzweig-MacArthur model (Rosenzweig and
MacArthur 1963). This results in increased prey density hav-
ing a positive effect on prey growth at equilibrium (J11 [ 0).
The stabilities of the prey and predator evolutionary sub-

systems depend on whether there is stabilizing or disruptive
selection in the populations. Stabilizing selection (J33\0,
J44\0) is a negative (stabilizing) evolutionary feedback,
yielding stable evolutionary subsystems. In contrast, disrup-
tive selection (J33 [ 0, J44 [ 0) is a positive (destabilizing)
evolutionary feedback and yields unstable evolutionary sub-
systems. Thus, as shown for models with a single evolving
species (Cortez 2016, Cortez and Patel 2017), sufficiently
large increases in genetic variation are always destabilizing
under disruptive selection.
Instability of the coevolutionary subsystem occurs when

J34J43 [ 0. This condition represents a positive indirect
feedback loop between the two traits (a�b). There are two
scenarios under which this positive feedback occurs. The
more likely scenario is a coevolutionary arms race where
higher offense increases the selection pressure for higher
defense (J34 [ 0), which in turn increases the selective pres-
sure for higher offense (J43 [ 0). This scenario represents a

Prey variation (V
x
)

Low High

P
re

da
to

r 
va

ria
tio

n 
(V

y)

Lo
w

H
ig

h

1D, 2D Ecological
3D Prey eco−evolutionary
3D Predator eco−evolutionary

2D, 3D Predator eco−evolutionary
Predator evolutionary

2D, 3D Prey eco−evolutionary
Prey evolutionary

Prey evolutionary
Predator evolutionary
Coevolutionary
Eco−Coevolutionary

FIG. 3. Genetic variation determines which subsystems influence the stability of the whole system. See Table 2 for definitions of subsys-
tems. If genetic variation in each species is either high or low, then the stability of the whole system is influenced by the subsystems in the
corresponding quadrant. If genetic variation is intermediate for a species, then all subsystems listed for low and high genetic variation of
that species influence the stability of the whole system. If genetic variation is intermediate for both species, all subsystems influence the sta-
bility of the system.
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coevolutionary arms race because prey defense and predator
offense are both increasing. Such arms races have been
observed, e.g., between phage and bacteria (G�omez et al.
2014). The less likely scenario is an “escalation-deescalation”
scenario where predator offense increases while prey defense
decreases, or vice versa. For example, higher offense
decreases the selection pressure for higher defense (J34\0)
and the resulting decrease in defense increases the selective
pressure for higher offense (J43\0).
The mechanisms causing instability of the eco-evolution-

ary and eco-coevolutionary subsystems are similar. For eco-
evolutionary subsystems involving the predator trait and
eco-coevolutionary subsystems involving the predator den-
sity, instability occurs when individual predator fitness
decreases with higher mean offense (J24\0). This can occur
if high offense predators are stronger interference competi-
tors than low offense predators; individual fitness decreases
with higher mean offense because higher mean offense
implies predators experience more interference competition.
For example, increases in the frequency of aggressive spiders
(Anelosimus studios) causes increased interference competi-
tion and reduced predator fitness through a reduction in
resource-use efficiency (Pruitt and Riechert 2009). The rea-
son this condition is destabilizing is that it results in a posi-
tive feedback between predator density and predator offense

(y� b), defined by J24J42 [ 0. In particular, small decreases
in offense cause increases in predator fitness ðJ24\0) and
the resulting increases in predator density causes further
decreases in the selective pressure for offense (J42� 0). Note
that this feedback is weak when intraspecific interactions
between predators are weak, e.g., when predators experience
scramble competition for resources and little intraspecific
interference.
For eco-evolutionary subsystems involving the prey trait

and eco-coevolutionary subsystems involving the prey den-
sity, instability occurs when J13J31 [ 0. This condition is sat-
isfied under two scenarios representing positive feedback
loops between prey density and prey defense (x� a). In sce-
nario one, higher prey density increases the selective pressure
for defense (J31 [ 0), which in turn increases prey fitness
(J13 [ 0). The first condition (J31 [ 0) is satisfied when costs
for defense decrease as prey density increases. This can occur,
e.g., if prey growth is modeled as Fðx; aÞ ¼ ðr0 � aÞ
xð1� x=KÞ, where r0 is the maximum exponential growth
rate and K is the prey carrying capacity; as prey density
increases the costs for defense decrease to zero. The second
condition (J13 [ 0) is satisfied when, e.g., prey excrete chemi-
cal defenses; higher mean defense is beneficial to an individ-
ual because it means more defensive chemicals are being
produced. In scenario two, increased prey density decreases
the selective pressure for defense (J31\0) and the subsequent
decrease in defense increases individual prey fitness (J13\0).
The first condition (J31\0) occurs, e.g., when predators have
saturating functional responses, the prey trait affects the
predator–prey encounter rate, and there is frequency-depen-
dent selection; see Eq. 2 in Frequency-dependent vs. -inde-
pendent selection in the model. The second condition
(J13\0) is satisfied when high defense prey have stronger
intraspecific effects. This can occur, e.g., when prey defense is
aggression and high defense prey are more aggressive
towards predators and conspecifics.
Finally, instability of the eco-coevolutionary subsystems is

also more likely when J41\0, i.e., higher prey density
decreases the selective pressure for offense. Here, the positive
feedback driving the instability of the eco-coevolutionary
subsystems is between prey density and predator offense
(x� b): increased prey density reduces the selective pressure
for offense (J41\0) and reduced offense causes an increase
in prey density (J14\0). The condition J41\0 is likely to be
satisfied when predators have saturating functional
responses, the predator trait affects the predator–prey
encounter rate, and prey density is high. For example, con-
sider the predator numerical response H ¼ abxy=
ð1þ habxÞ where the encounter rate is ab and h is the han-
dling time. As prey density increases and the predator
becomes satiated, the reward for increased offense decreases,
resulting in decreased selective pressure for offense.

Destabilization when all subsystems are stable

The last two sections focused on destabilization due to
instability of a subsystem. This section focuses on the coun-
ter-intuitive outcome where all subsystems are stable, but
the whole system is unstable. In this case, some subsystems
are strongly stable while others are weakly stable, and it is
the difference in the strengths of the stabilities of the
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FIG. 4. Examples illustrating when different subsystems destabi-
lize the whole system. In all panels, the black curves denote levels of
genetic variation where the system changes from stable to unstable.
(A) Destabilization for sufficiently low predator genetic variation
due to instability of a one-dimensional ecological subsystem and a
two-dimensional prey eco-evolutionary subsystem. (B) Destabiliza-
tion for sufficiently high predator genetic variation due to instability
of a two-dimensional predator eco-evolutionary subsystem and a
three-dimensional eco-coevolutionary subsystem. (C) Destabiliza-
tion for intermediate prey genetic variation when all subsystems are
stable due to differences in the strengths of the stabilities of the sub-
systems. (D) Destabilization caused by (bottom) instability of the
three-dimensional prey eco-evolutionary subsystem and (left) differ-
ences in the stabilities of stable ecological, predator evolutionary,
and predator eco-evolutionary subsystems; panel recreated from
Saloniemi (1993). Note that the models for (C) and (D) use different
equations than model (1), but the stability theory can be applied
because the models are structurally similar. See Appendix S5 for
models and parameters.
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subsystems that destabilizes the whole system. The condi-
tions and mechanisms leading to destabilization are summa-
rized below; see Appendix S2: Section S4 for details.
There are two mechanisms through which destabilization

occurs due to differences in the strengths of the stabilities of
the subsystems. Mechanism one corresponds to small sub-
systems (with fewer variables) being weakly stable compared
to large subsystems (with more variables). Mathematically,
this corresponds to the third term in Eq. 6 being negative or
positive and small, which causes the fourth term in Eq. 6 to
be negative. Mechanism two corresponds to larger subsys-
tems being weakly stable compared to smaller subsystems.
Mathematically, this corresponds to the fourth term in
Eq. 6 being negative when the third term is neither small
nor negative. Both mechanisms are caused by positive feed-
back loops. In mechanism one there is a positive feedback
between the prey and predator traits (a� b, J34J43 [ 0; this
is the coevolutionary arms race scenario from above); in
mechanism two there is a positive feedback between preda-
tor density and the predator trait (y� b, J24J42 [ 0); and in
both mechanisms there is a positive feedback between prey
density and the prey trait (x�a, J13J31 [ 0). These positive
feedbacks are not strong enough to destabilize any of the
subsystems. However, the positive feedbacks do differen-
tially weaken the stabilities of the subsystems. This results in

some subsystems being strongly stable in comparison to
others, which destabilizes the whole system.
Importantly, if destabilization occurs when all subsystems

are stable, then destabilization will only occur for intermedi-
ate amounts of genetic variation. For example, all subsys-
tems are stable in Fig. 4C, yet destabilization occurs for
intermediate amounts of prey genetic variation because of
differences in the strengths of the stabilities of the subsys-
tems. This means that destabilization due to an unstable sub-
system and destabilization when all subsystems are stable
have different signatures: unstable subsystems are destabiliz-
ing for all sufficiently large or sufficiently small amounts of
genetic variation (Fig. 4A, B) whereas differences in the
strengths of stability across stable subsystems are destabiliz-
ing only for intermediate levels of genetic variation in one or
both species (Fig. 4C).
Finally, note that destabilization due to different strengths

of stability can occur when there are unstable subsystems,
provided that the instabilities of the unstable subsystems are
weak. As an example, consider Fig. 4D, which was recreated
from figure 2b of Saloniemi (1993). For that system, only
the three-dimensional prey eco-evolutionary subsystem is
unstable. Thus, the whole system is unstable for sufficiently
low predator genetic variation (bottom of Fig. 4D). Instabil-
ity of the whole system for low prey genetic variation and
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FIG. 5. Genetic variation can alter the phase lags of predator–prey cycles. Examples of cycles where the phase lags between the predator
and prey oscillations are (A, B) less than one-quarter period, (C, D) between one-quarter period and one-half period, and (E, F) greater
than one-half period. (A, C, E) Prey (dashed blue) and predator (solid red) densities. Gray horizontal lines show the cycle period (prey peak
to prey peak) and black horizontal lines show the lag (prey peak to predator peak). (B, D, F) Mean prey defense (dashed blue) and mean
predator offense (solid red). Units for densities are individual/volume and traits are unitless. See Appendix S5 for models and parameters.
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intermediate predator genetic variation (left side of Fig. 4D)
is due to mechanism 1 from above. Specifically, the ecological
subsystems and two-dimensional predator eco-evolutionary
subsystems are weakly stable relative to the three-dimensional
predator eco-evolutionary subsystem.

How genetic variation alters predator–prey phase lags

The previous sections focused on how the magnitudes of
prey and predator genetic variation influence the stability of
the system. This section identifies how the amounts of prey
and predator genetic variation influence the phase lags
between predator and prey oscillations. I compute approxi-
mate phase lags using the Jacobian matrix, following the
method in Ellner and Becks (2011); see Appendix S3 for
details. This approximation is very accurate for parameter
values close to Hopf bifurcations, i.e., the parameter values
where the system transitions from stability to cycles (black
curves in Fig. 4). However, it may not be accurate for other
parameter values, particularly when cycle shape is altered by
nonlocal phenomena like bistability. Thus, the following pre-
dictions provide useful approximations for the conditions
that lead to different cycle types, but because they are
derived from the Jacobian matrix, they do not encompass
all of the biological mechanisms affecting cycle shape.
In the following, I focus on determining when three kinds

of cycles occur: cycles with lags less than a quarter-period
(Fig. 5A, B), cycles with lags between one-quarter and one-
half period (hereafter “antiphase cycles”; Fig. 5C, D), and
cycles with lags greater than a half-period (hereafter “clock-
wise cycles”; Fig. 5E, F). The phase lags predicted for differ-
ent amounts of prey and predator genetic variation are
summarized in Table 3; letters defining the lags correspond
to the panels in Fig. 5. In the following, I discuss how sub-
system stability and trait-mediated indirect effects determine
what kinds of cycles can arise.
The lags in predator–prey cycles are partially determined

by which unstable subsystem is causing the cycles. The
results in Table 3 are summarized as follows. When genetic
variation is low in both species (bottom left of Fig. 3 and
Table 3), cycles caused by unstable ecological subsystems
have lags less than or equal to one-quarter period and cycles
caused by unstable 3D eco-evolutionary subsystems can

have lags of any length. When genetic variation is high in
one species and low in the other (top left and bottom right
of Fig. 3 and Table 3), cycles always have lags less than one-
half period. When genetic variation is high in both species
(top right of Fig. 3 and Table 3), cycles caused by unstable
coevolutionary subsystems can have lags of any length and
cycles caused by unstable eco-coevolutionary subsystems
have lags less than one-half period. Finally, when genetic
variation is intermediate in at least one species, cycles caused
by unstable eco-evolutionary subsystems can have lags of
any length and cycles caused by unstable evolutionary sub-
systems have lags less than one-half period (top middle and
middle right of Fig. 3 and Table 3). In total, antiphase
cycles (Fig. 5B, C) can occur for any magnitudes of prey
and predator genetic variation and clockwise cycles
(Fig. 5B, C) can occur for any combination other than high
variation in one species and low variation in the other.
Trait-mediated indirect effects of the prey and predator

densities on the predator dynamics determine why phase
lags differ depending on which unstable subsystem is caus-
ing the cycles. In predator–prey models without evolution,
lags less than one-quarter period are caused by the direct
effects defined by J21 [ 0 and J21J22\0 (Bulmer 1975).
Here, J21 represents the positive direct effect of increased
prey density on the predator dynamics (x! y) and J21J22
represents the product of that direct effect and the negative
direct self-effect of the predator on its own dynamics
(x! y�). For the eco-coevolutionary model (1), the condi-
tions determining predator–prey phase lags are more com-
plex and involve many more terms; see equations S7–S10 in
Appendix S3: Section S2. However, all of the additional
terms represent trait-mediated indirect effects of the prey
and predator densities on the predator dynamics. For exam-
ple, J23J31 represents the indirect effect of prey density on
the predator dynamics mediated by the prey trait
(x! a! y) and J23J32J21 includes an indirect self-effect of
the predator mediated by the prey trait (x! y�a). Trait-
mediated indirect effects can cause an increase or decrease
in the predator–prey phase lag. Trait-mediated indirect
effects of prey density on the predator dynamics (e.g.,
x! a! y) promote lags greater than one-quarter period
when they are positive and larger than the direct effect. This
is because the indirect effects introduce a lagged response:

TABLE 3. Phase lags predicted for different magnitudes of prey and predator genetic variation.

Predator (pred) genetic variation

Prey genetic variation

Low Intermediate High

Unstable subsystem Lag‡ Unstable subsystem Lag‡ Unstable subsystem Lag‡

High Pred Evo AC Pred Evo AC Coevo ACE
2D, 3D Pred Eco-Evo AC 2D, 3D Pred Eco-Evo,

Eco-Coevo, Coevo
ACE Eco-Coevo AC

Intermediate 2D, 3D Pred Eco-Evo ACE Any or none† ACE Prey Evo AC
2D, 3D Prey Eco-Evo,
Eco-Coevo, Coevo

ACE

Low 2D Ecological A 2D, 3D Prey Eco-Evo ACE Prey Evo AC
3D Eco-evo ACE 2D, 3D Prey Eco-Evo A

Note: Evo, evolutionary; Eco-Evo, eco-evolutionary; Coevo, coevolutionary; Eco-Coevo, eco-coevolutionary.
†For intermediate variation in both species, cycles can be driven by any unstable subsystem or differences in the stabilities of all stable subsystems.
‡Letters for phase lags reference examples in Fig. 5: (A) lags less than one-quarter period, (C) lags between one-quarter and one-half per-

iod, and (E) lags greater than one-half period.
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increased prey density first causes an evolutionary response
in one or both species, and then that evolutionary responses
causes an increase in predator density. When the lagged
response to the indirect effect is larger than the response to
the direct effect, the timing of the predator peak is delayed,
causing an increase in the lag. Trait-mediated indirect preda-
tor self-effects (e.g., x! y� a) promote lags greater than
one-quarter period when they are positive and larger than
the direct effect. This is because the indirect effects decrease
the negative self-effects of the predator, which allows the
predator population to increase for a longer period of time,
delaying the predator peak.
As illustrative examples, below I present a few trait-

mediated indirect effects that have a large influence when
prey genetic variation is greater than or equal to predator
genetic variation (i.e., regions of Fig. 4 on or below the one-
to-one line). A full list of all of the indirect effects and their
regions of influence in parameter space are given in
Appendix S3: Section S2. Note that when genetic variation
is intermediate in both species, all of the indirect effects
listed below and in Appendix S3: Section S2 influence
predator–prey phase lags.
First consider systems where prey and predator genetic

variation are both low (bottom left of Fig. 4). Cycles caused
by unstable ecological subsystems have lags less than one-
quarter period (Fig. 5A, B) because the predator oscillations
are primarily driven by the direct effects J21 (x! y) and
J21J22 (x! y�). In contrast, cycles caused by three-dimen-
sional eco-evolutionary subsystems can have lags of any
length because the predator oscillations are altered by many
different trait-mediated indirect effects; see Appendix S3:
Section S2 for details.
Now consider systems where prey genetic variation is high

and predator genetic variation is low (bottom right of
Fig. 3). When the cycles are caused by an unstable prey evo-
lutionary subsystem, antiphase cycles are driven the indirect
effect of prey density on the predatory dynamics mediated
by the prey trait (x! a! y). The mathematical condition
is J23J31 [ 0. Biologically, this occurs when increases in prey
density decrease the selective pressure for defense (J31\0),
e.g., low defense prey are stronger intraspecific competitors.
These conditions imply that increases in prey density are fol-
lowed by a decrease in mean defense (J31\0), which is then
followed by an increase in predator density (J23\0). Thus,
in these cycles, peaks in mean defense are followed by peaks
in prey density, which are followed by peaks in predator den-
sity (Fig. 5C, D). In contrast, when the prey evolutionary
subsystem is stable (implying stabilizing selection) and cycles
are caused by unstable prey eco-evolutionary subsystems,
the cycle lag is determined by the trait-mediated indirect
effects in the y; a subsystem. Under stabilizing selection,
those trait-mediated indirect effects always cause the lags to
be less than one-quarter period.
Next, consider systems where prey genetic variation is

intermediate and predator genetic variation is low (bottom
middle of Fig. 4). In these systems, cycles must be caused by
unstable prey eco-evolutionary subsystems. Antiphase cycles
are caused by the condition in the previous paragraph.
Clockwise cycles arise via the conditions J22J23J31 [ 0 and
�J23J32J21 [ 0. Those conditions describe how prey trait-
mediated indirect effects alter the effect of prey density on

the predator dynamics (x! a! y�) and the self-effect of
the predator (x! y� a), respectively. The first condition
reduces to J31 [ 0, which is the opposite of the condition for
antiphase cycles. The second condition is always positive,
implying that clockwise cycles can arise if there is a strong
feedback loop between predator density and prey defense.
Finally, consider systems where genetic variation is high

in both species (top right of Fig. 5G). When the cycles are
caused by an unstable coevolutionary subsystem, clockwise
cycles are driven by the indirect effects of prey density on
the predator dynamics mediated by both traits
(x! a! b! y and x! b! a! y); the mathematical
conditions are J24J43J31 [ 0 and J23J34J41 [ 0. Both of
these indirect effects are three-step processes that introduce
a delayed positive response to increased prey density and
cause the lag to be greater than one-half period. In the high
genetic variation limit, these cycles are more likely to arise
when increased offense decreases the selection pressure for
defense (J34\0) and increased defense increases the selec-
tion pressure for offense (J43 [ 0); these conditions corre-
spond to the “prey escalates first” scenario in Cortez (2015),
where increased defense is followed by increased offense.
Altogether, the conditions predict that in clockwise cycles,
the order of the peaks is prey density, mean prey defense,
mean predator offense, and finally predator density
(Fig. 5E, F). In contrast, when the coevolutionary subsys-
tem is stable and the cycles are caused by unstable eco-coe-
volutionary subsystems, all trait-mediated indirect effects
cause the lag to be less than a half-period. Thus, when
genetic variation is high in both species, unstable coevolu-
tionary dynamics are necessary for clockwise cycles.

DISCUSSION

In this study, I explored how standing genetic variation
influences the stability and cyclic dynamics of predator–prey
systems. My results show how the magnitudes of prey and
predator genetic variation dictate which components (i.e.,
subsystems or feedback loops) of the system influence the
stability of the whole system (Fig. 3). My results also show
how the magnitudes of genetic variation influence the phase
lags in predator–prey cycles by altering the strengths of
trait-mediated indirect effects of prey and predator density
on the predator population dynamics. These results help
identify why altered genetic variation caused stability
changes in empirical systems and identify the mechanisms
driving cyclic dynamics in those systems. They also unify
and extend the existing body of theory on the eco-evolution-
ary dynamics of predator–prey systems.

Effects of altered genetic variation on system stability

This theory helps explain why increased genetic variation
in one species altered the dynamics of two predator–prey sys-
tems. In a rotifer–algae system (Becks et al. 2010), increased
prey genetic variation was destabilizing and caused antiphase
cycles. In that system, predator genetic variation was low.
Hence, only the subsystems in the bottom half of Fig. 3
influenced the stability of the system. Because the system is
stable for low prey genetic variation, the ecological subsys-
tems and the three-dimensional eco-evolutionary subsystems
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involving a single trait must have been stable. In contrast,
because cyclic dynamics occurred for high prey genetic varia-
tion, the instability of the whole system must have been due
to instability of either the prey evolutionary subsystem or the
two-dimensional eco-evolutionary subsystem involving the
prey trait. Previous theoretical work on this system predicts
disruptive selection in the algal population (Jones and Ellner
2004, 2007, Becks et al. 2010), implying that the prey evolu-
tionary subsystem was unstable (J33 [ 0). This means that
the eco-evolutionary cycles in that system were driven, at
least in part, by a positive prey evolutionary feedback. In
also suggests that the eco-evolutionary cycles could have
been driven solely by a positive evolutionary feedback and
not an eco-evolutionary feedback.
In a ciliate–bacteria system (Hiltunen and Becks 2014), the

population dynamics differed depending on the selection his-
tory of the predator. When predators who had not been
exposed to defended bacterial prey (un-evolved predators)
were used, the system converged to a steady state. In con-
trast, when evolved or co-evolved predators who had been
previously exposed to defended bacteria were used, the sys-
tem did not converge to a steady state. Bacterial standing
genetic variation was expected to be high in all treatments. In
addition, the evolutionary histories of the predator popula-
tions suggest that the magnitudes of standing genetic varia-
tion were low in the un-evolved predator populations and
higher in the evolved and co-evolved predator populations
(Hiltunen and Becks 2014). Taken together, this suggests that
only the subsystems in the right half of Fig. 3 influenced the
stability of the system. Because the system was stable when
predator genetic variation was low, the prey evolutionary
and eco-evolutionary subsystems must have been stable.
Thus, my theory predicts that destabilization of the commu-
nities with evolved and co-evolved predator populations was
due to instability of the predator evolutionary, coevolution-
ary, and/or eco-coevolutionary subsystems. The data and
experiments in Hiltunen and Becks (2014) do not allow one
to rule out any of the three possible subsystems. However,
my theory identifies specific experiments that can be used to
distinguish between the three possibilities. For example the
stabilities of the predator evolutionary and coevolutionary
subsystems can be determined via selection experiments tar-
geting stabilizing vs. disruptive selection in the ciliate popula-
tion (to determine the sign of J44) and the evolutionary
responses of both species to increased offense/defense in the
other population (to determine the signs of J34 and J43).
It is important to note that the above predictions implic-

itly assume that the mean prey and predator trait values are
the same for low and high genetic variation populations.
Since the mean trait values are likely to differ to some degree
between low and high genetic variation populations,
increased genetic variation in one or both populations may
not be the sole reason destabilization occurs in the two
empirical systems. For example, destabilization in the ciliate-
bacteria system could also have been due to the evolved and
co-evolved predators having evolved higher attack rates on
defended bacteria. Such a change in attack rate would alter
the stabilities of one or more subsystems, e.g., increase the
instability of the three-dimensional predator eco-evolution-
ary subsystem. Thus, increased predator genetic variation
could have had destabilizing effects through both changes in

the relative strengths of all subsystems (as predicted by the
theory in this study) and changes in the stabilities of specific
subsystems (due to changes in the mean predator trait).
The stability theory developed in this paper is mathemati-

cally identical to Levins’ loop analysis (Levins 1974). The
above empirical examples illustrate one advantage of inter-
preting the stability conditions in terms of both subsystems
and feedback loops. A natural experimental approach is to
hold one variable or factor (nearly) constant and observe
the dynamics of the remaining variables. The dynamics of
this partially controlled system correspond to the dynamics
of a subsystem, e.g., the ciliate–bacteria chemostat with un-
evolved predators corresponds to the three-dimensional prey
eco-evolutionary subsystem. In contrast, it is more difficult
to manipulate a feedback loop without altering other
aspects of the system. A second advantage is that the mathe-
matical conditions and terms in the Routh-Hurwitz criteria
(Eqs. 6 and 7) are more naturally analyzed and interpreted
in terms of subsystem stability. Thus, the subsystem perspec-
tive facilitates connections between the biology, experiments,
and theory. That being said, it is important to note that
feedback loops are the underlying determinants of subsys-
tem stability. For example, the stability of the coevolutionary
subsystem is determined by the feedback loops involving
one (J33; J44) or both (J34J43) traits. Thus, while subsystems
are a natural way to interpret the theory, the underlying
mechanisms are defined by feedback loops.
Regardless of which interpretation is used, the stability

theory developed in this paper explains why previous theo-
retical studies on coevolutionary predator–prey models have
found differing effects of increased genetic variation in one
or both species. (Calculations and additional details sup-
porting the following are given in Appendix S4: Section S2).
Some previous studies have reported destabilization with
increased prey genetic variation. Across those studies, desta-
bilization was due to either instability of the prey evolution-
ary subsystem (i.e., disruptive selection; Abrams and
Matsuda 1997a, Mougi and Iwasa 2011, Mougi 2012a),
instability of a prey eco-evolutionary subsystem (Saloniemi
1993), or both (Mougi and Iwasa 2011). In contrast, Tien
and Ellner (2012) observed destabilization for intermediate
levels of prey genetic variation (Fig. 5 of that study). The
result in Tien and Ellner (2012) was driven by a different
mechanism: all subsystems were stable and instability for
intermediate genetic variation was due to differences in the
strengths of the stabilities of the ecological, prey evolution-
ary, and prey eco-evolutionary subsystems.
Previous studies have also reported differing results for

the effects of increased predator genetic variation on stabil-
ity in coevolutionary predator–prey models; stabilization is
common (Saloniemi 1993, Abrams and Matsuda 1997a,
Mougi and Iwasa 2011, Mougi 2012a, Tien and Ellner
2012), but destabilization has also been observed (Mougi
and Iwasa 2011). My results reveal the underlying causes for
the different predictions. Specifically, in all cases where sta-
bilization was observed, the ecological subsystems were
strongly stable and all subsystems involving the predator
trait were stable. Hence, the systems were stabilized with
increased predator genetic variation. In contrast, the preda-
tor eco-evolutionary subsystem was unstable or weakly
stable in Mougi and Iwasa (2011) due to (1) a positive
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feedback between the prey density and the predator trait
(J14J41 [ 0) and (2) instability or weak stability of the eco-
logical subsystem. Hence, in that model, increased predator
genetic variation was destabilizing.
Importantly, in all of the above studies the effects of

increased prey or predator genetic variation were nonlinear,
i.e., the effect of increased genetic variation in one species
depended on the amount of genetic variation in the other
species. For example, in Fig. 4D (recreated from Saloniemi
1993) increased prey genetic variation is destabilizing when
predator genetic variation is low (bottom half of Fig. 4D),
stabilizing when predator genetic variation is intermediate
(middle of Fig. 4D), and does not affect stability when
predator genetic variation is high (top half of Fig. 4D).
Fig. 3 shows that this context dependence should not be sur-
prising: varying the amounts of genetic variation in one or
both species changes which subsystems influence the stabil-
ity of the whole system.
This collection of studies highlights how the subsystem

stability theory in this study can be used to identify what
underlying mechanisms in models are driving seemingly
contradictory predictions about the effects of altered genetic
variation. This in turn can help explain the patterns and
dynamics in empirical systems. For example, applying this
theory to parameterized models of empirical systems could
help explain why population cycles were observed in some
coevolutionary predator–prey systems (Mizoguchi et al.
2003, Haafke et al. 2016) but not others (Frickel et al.
2016). It may also help explain why changes in environmen-
tal conditions (e.g., chemostat dilution rates) caused changes
in system stability (Mizoguchi et al. 2003).

Effects of altered genetic variation on eco-evolutionary cycles

Ecological models without evolution predict that peaks in
predator abundance lag behind peaks in prey abundance by
one-quarter period or less (Bulmer 1975). In contrast, empir-
ical systems and predator–prey models with prey evolution
exhibit cycles with lags up to one-half period, including anti-
phase cycles (one-half period lags; Yoshida et al. 2003, Cor-
tez 2016) and cryptic cycles (one species oscillates while the
other is effectively constant; Jones and Ellner 2007, Yoshida
et al. 2007). Predator evolution is also predicted to drive
such cycles, but it is less likely to do so since those cycles
require the system to satisfy more restrictive biological condi-
tions (Cortez and Ellner 2010, Cortez and Patel 2017).
Finally, coevolution is predicted to cause cycles with lags up
to a half-period (Mougi and Iwasa 2010, 2011, Cortez 2015)
as well as cycles with lags greater than one-half period called
clockwise cycles (Cortez and Weitz 2014). This body of work
suggests that predator–prey phase lags can be used as signa-
tures of evolution in one or both species. Indeed, previous
studies have identified empirical systems exhibiting antiphase
cycles (Hiltunen et al. 2014) or clockwise cycles (Cortez and
Weitz 2014) and argued that prey evolution or coevolution
are likely mechanisms driving those dynamics.
The phase lag theory in this study adds to this body of

work in two key ways. First, the above theoretical studies
have identified many specific biological conditions under
which evolution and coevolution alter predator–prey cycles.
This study shows that the underlying mechanisms that lead

to altered phase lags are trait-mediated indirect effects of
prey and predator density on the predator population
dynamics. Second, the theory presented in Appendix S3
shows that there are many different trait-mediated indirect
effects that can alter predator–prey phase lags. Conse-
quently, the specific mechanisms causing altered lags are
likely to differ between systems. Nonetheless, the theory in
this study helps identify when those mechanisms are likely
to be important. This in turn identifies the limitations of
predicted mechanisms of antiphase and clockwise cycles
from previous studies.
Table 3 shows that antiphase cycles can occur for any

magnitudes of prey and predator genetic variation. Previous
studies (Jones and Ellner 2007, Yoshida et al. 2007, Cortez
and Ellner 2010, Cortez 2016) predict that antiphase cycles
are likely when defense is costly in terms of large reductions
in intraspecific competitive ability (J31 negative and large in
magnitude) and the prey experience disruptive selection
(J33 [ 0). This study shows that the underlying mechanism
for that prediction is an indirect effect of prey density on the
predator dynamics mediated by the prey trait (x! a! y,
J23J31 [ 0). The results in this study also show that this
trait-mediated indirect effect can cause antiphase cycles only
when prey genetic variation is (1) intermediate or high and
(2) comparable to or greater than predator genetic variation
(i.e., on or below the one-to-one line in Fig. 3). For low
genetic variation in both species (bottom left of Fig. 3),
Mougi and Iwasa (2011) proposed that antiphase cycles
must be driven by evolution when the system is stable in the
absence of evolution (i.e., the ecological subsystems are
stable). In addition to identifying the specific trait-mediated
indirect effects that cause antiphase cycles when genetic vari-
ation is low in both species, this study provides additional
support for that prediction. In particular, antiphase cycles
are not predicted when genetic variation is low in both spe-
cies if the ecological subsystem is unstable (only lags less
than a quarter-period are predicted; bottom left of Table 3).
Instead, antiphase cycles are only possible when the ecologi-
cal subsystem is stable and an unstable three-dimensional
eco-evolutionary subsystem is causing the cycles.
Previous studies by the author (Cortez and Weitz 2014,

Cortez 2015) predict clockwise cycles occur under particular
biological conditions. This study shows that those condi-
tions are not necessary for clockwise cycles. For example,
sufficiently high genetic variation in both species was pre-
dicted to be a necessary condition for clockwise cycles. This
study predicts that clockwise cycles can occur for any
amounts of genetic variation other than combinations where
one species has very high genetic variation and the other has
very low genetic variation (top left and bottom right corners
of Table 3). Note that this prediction is supported by a
recent numerical study (van Velzen and Gaedke 2017) where
unrecognized examples of clockwise cycles occurred when
genetic variation was low in both species (see next para-
graph). Disruptive selection in both species was also pre-
dicted to be a necessary condition for clockwise cycles. This
study shows that is not the case. First, in the fast evolution
limit (top right of Table 3), the true necessary condition for
clockwise cycles is an unstable coevolutionary subsystem.
This can occur via disruptive selection in one or both spe-
cies. Second, disruptive selection is not a necessary

August 2018 GENETIC VARIATIONAND PREDATOR–PREYCYCLES 367



condition for clockwise cycles when genetic variation is
intermediate or low in one or both species (see conditions in
Appendix S3). In combination, the above highlights how the
phase lag theory in this study can be used to extend and give
additional context to results from previous studies.
The main advantage of the phase lag theory in this study

is that it allows one to make analytical predictions about the
mechanisms driving different types of eco-evolutionary
cycles. However, it is important to keep in mind that the pre-
dictions from the method are limited because they are only
guaranteed to be accurate for parameter values close to the
transitions from stability to cycles (known as Hopf bifurca-
tions; black curves in Fig. 4). For example, van Velzen and
Gaedke (2017) used numerical simulations to explore how
the magnitudes of prey and predator genetic variation influ-
enced the occurrence of antiphase cycles. When applied to
their model (see Appendix S3: Section S3 for details), the
phase lag theory in this study accurately predicted a transi-
tion from antiphase cycles to cycles with one-quarter period
lag as predator genetic variation increased. The theory also
accurately predicted that all antiphase cycles that arise for
sufficiently low prey and predator genetic variation have a
clockwise orientation (the reversed cycle orientation was not
recognized in the original study). The accuracy of these pre-
dictions is not surprising because both predictions were
made for parameter values close to Hopf bifurcations. The
theory in this study also predicted, for parameter values far
from Hopf bifurcations, that increased prey genetic varia-
tion would cause a transition from antiphase cycles to quar-
ter-period lag cycles. In contrast, in simulations, increased
prey genetic variation only caused a small decrease in the
phase lag (van Velzen and Gaedke 2017). Thus, while the
theory correctly predicted the trend (decreased lag with
increased prey genetic variation), it greatly overestimated the
size of the effect. In total, the theory is a useful starting
point for studying eco-evolutionary cycles, but because it is
based on an approximation, it is unlikely to explain all pat-
terns observed across systems.
This study and the body of work cited above focus on

interpreting antiphase and clockwise cycles in terms of sig-
natures of (co)evolution in predator–prey systems. However,
it is important to note that alternative mechanisms could be
driving those cycles (Barraquand et al. 2017). Previous stud-
ies (e.g., Abrams 2006, Mougi 2012b) have modeled induced
plastic change using models virtually identical to model (1).
While plasticity in one species is not predicted to drive cycles
with a lag greater than one-quarter period (Cortez 2011),
those studies suggest that co-plasticity could potentially
drive cycles with longer lags (Mougi 2012b). Stage structure
in the prey or the predator can also alter phase lags (e.g., De
Roos et al. 1990, De Roos and Persson 2003). Thus, while
predator–prey phase lags may indicate evolution as a driving
mechanism, it is important to use caution and rule out other
possible driving mechanisms.

Connections with other bodies of theory

The theory developed in this study helps build connec-
tions between existing bodies of theory on eco-evolutionary
dynamics. Previous studies have developed theory identify-
ing when and whether eco-evolutionary feedbacks stabilize

or destabilize predator–prey systems. To simplify the mathe-
matical analysis, those studies have focused on the cases
where only only species was evolving (Cortez 2016, Cortez
and Patel 2017), the ecological dynamics were much faster
than the evolutionary dynamics (which includes the theory
of adaptive dynamics; Dieckmann et al. 1995, Marrow et al.
1996, Geritz et al. 1998), or the evolutionary dynamics were
much faster than the ecological dynamics (Cortez and Ellner
2010; Patel et al., 2018). The results in those studies can be
unified using the subsystem stability theory in this study.
Two recent studies on models with a single evolving species

explored how increased prey (Cortez 2016) or predator (Cor-
tez and Patel 2017) genetic variation altered the stability of
predator–prey systems. Those studies correspond to the hori-
zontal and vertical axes in Fig. 3 where one species has no
genetic variation (Vx ¼ 0 or Vy ¼ 0). The mathematical con-
ditions determining system stability and predator–prey phase
lags for systems with low genetic variation in one species (e.g.,
Vy � 0) versus no genetic variation (e.g., Vy ¼ 0) are largely
the same. However, there are two important differences that
arise. First, models with a single evolving species predict that
clockwise cycles are virtually impossible because the mathe-
matical conditions for those cycles are very restrictive (Cortez
2016, Cortez and Patel 2017). In contrast, clockwise cycles are
possible in coevolutionary models where genetic variation is
low in one species and intermediate in the other (Table 3).
Second, models with a single evolving species predict anti-
phase cycles can only occur when genetic variation is suffi-
ciently high in the evolving species. However, the results in
Mougi and Iwasa (2011) and this study show that antiphase
cycles can arise when genetic variation is low in both species.
This disagreement between evolutionary and coevolutionary
models is caused by the loss/gain of subsystems. For example,
when genetic variation is low in both species in a coevolution-
ary model, stability of the whole system is determined by the
ecological and three-dimensional eco-evolutionary subsys-
tems. In contrast, when genetic variation is low in a model
with one evolving species, stability of the whole system is
determined solely by the ecological subsystems. Thus, low
genetic variation (Vy � 0) and no genetic variation (Vy ¼ 0)
are different because the latter removes all feedbacks involving
the predator trait. This helps identify the limitations of the
predictions from models with a single evolving species and
how to unify them with results from coevolutionary systems.
Subsystem stability theory also helps unify results from

theory with an assumed separation time scales between eco-
logical and evolutionary processes. Consider the slow evolu-
tion limit where ecological dynamics are much faster than
evolutionary dynamics. This limit corresponds to the bot-
tom left corner of Fig. 3 where genetic variation is low in
both species. The ecological feedbacks determine the stabil-
ity of the fast ecological dynamics of the system. Therefore,
the stability of the (slower) eco-evolutionary dynamics of
the system must be determined by the stability of the eco-
evolutionary subsystems. Now consider studies on the fast
evolution limit, where evolutionary dynamics are faster than
ecological dynamics. The fast evolution limit corresponds to
the top right corner of Fig. 3 where genetic variation is high
in both species. In this limit, evolutionary and coevolution-
ary subsystems determine the stability of the fast evolution-
ary dynamics and the eco-coevolutionary subsystems
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determine the stability of the (slower) eco-evolutionary
dynamics of the system.
What this means is that these two limits are providing

information about different eco-evolutionary feedbacks.
Specifically, studies on the slow evolution limit provide
information about the dynamics driven by three-dimen-
sional eco-evolutionary feedbacks that involve a single trait.
In contrast, studies on the fast evolution limit provide infor-
mation about the dynamics driven by eco-coevolutionary
feedbacks involving both traits. This is important for two
reasons. First, it shows that the fast and slow evolution
approaches complement each other by providing informa-
tion about different ways in which eco-evolutionary feed-
backs alter population-level ecological and evolutionary
dynamics. Thus, it is useful to consider both limits when try-
ing to understand eco-evolutionary dynamics. Second, it
identifies the limitations of those approaches. Specifically,
the fast and slow evolution limits do not provide insight
about the two-dimensional eco-evolutionary feedbacks
involving a single trait (terms in a2 of Eq. 7). The fast and
slow evolution limits also do not provide information about
what stability changes can occur for intermediate amounts
of genetic variation, e.g., the fast and slow evolution limits
cannot explain or even determine that stability changes
occur in Fig. 4C. Thus, while the analytical tractability of
the fast and slow evolution limits makes them useful starting
points, they may not provide a complete picture.
Finally, while this study has focused on the eco-evolution-

ary dynamics of predator–prey systems, adapting this theory
to other contexts will likely be fruitful. One obvious area is
eco-evolutionary dynamics in other interaction webs. For
example, altered genetic variation has been observed to
influence species coexistence and stability in empirical (Lan-
kau and Strauss 2007, Agashe 2009, Clark 2010) and theo-
retical (Fox and Vasseur 2008, Vasseur et al. 2011, Mougi
2013) competitive systems. A second area where subsystem
stability theory could also be useful is in clarifying when and
if phenotypic plasticity and evolution have different effects
on population-level dynamics and system stability. Previous
theoretical work on rapid plastic responses predicts that
plasticity is stabilizing and decreases predator–prey phase
lags (Cortez 2011). However, those predictions may not hold
if induction is delayed (Underwood 1999) or if the induced
phenotype persists after removal of the stimulus (Kopp and
Gabriel 2006). Predictions may also differ depending on
whether the plastic response is assumed to follow the fitness
gradient (Kondoh 2003, Abrams 2006, Mougi 2012b) or not
(Vos et al. 2004a, b, Cortez 2011). A third area is the dynam-
ics of systems with multiple species at each trophic level.
Because model (1) is a useful approximation for studying
clonal species with discrete trait values (Abrams and Mat-
suda 1997b, Cortez and Weitz 2014), similar approaches
may be useful for studying trophic-level cycles (e.g., cycles in
total prey and total predator abundances). In this frame-
work, different cycle types could suggest fluctuations in the
relative abundances of species within a trophic level.
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